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Abstract

NIR-spectroscopy combined with pattern recognition approaches is applied to classify samples of clinical study lots
in the pharmaceutical industry. The performance of linear discriminant analysis (LDA), quadratic discriminant
analysis (QDA) and K-nearest neighbour (KNN) method is evaluated on a tablet data set and a capsule data set. To
establish a classification model a strategy is followed, which is described in this work. Frequently, in the pharmaceu-
tical industry, several batches of the same clinical study lot are produced. We tested whether it is possible to merge
several batches in one class for modelling or, instead, whether it is necessary to model each batch individually. © 1998
Elsevier Science B.V. All rights reserved.
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1. Introduction

The identification of clinical study lots in the
pharmaceutical industry is a time-consuming pro-
cedure, which is usually done by high perfor-
mance liquid chromatography (HPLC) or
thin-layer chromatography (TLC). Such clinical
study lots are designed to evaluate the effect of a
new drug compared to the effect of a placebo
formulation or to a clinical comparator, which is
already on the market. To make the results of a
clinical study objective, all samples distributed to
the participants of a study look the same, regard-

less of their chemical nature. It is crucial that a
severe control is performed to verify that the
drugs are correctly identified and thus guarantee a
successful clinical study. One requires a fast and
reliable method to do so. A satisfactory analytical
method, which is less time-consuming than HPLC
or TLC, seems to be near infrared (NIR) spec-
troscopy combined with pattern recognition meth-
ods [1–5].

The identification of clinical study lots can be
performed by a method with discriminating char-
acter or by a class-modelling technique [6]. If all
possible classes are known and one would like to
discriminate between those given classes, discrimi-
nating methods can be used. New objects will be* Corresponding author.
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assigned to the most similar class. The task then is
to find classification rules which define optimal
boundaries to separate the classes. Among tech-
niques with discriminating character, parametric
methods (e.g. linear discriminant analysis (LDA)
and quadratic discriminant analysis (QDA)),
which take into account information about the
data distribution and non-parametric methods
(e.g. K-nearest neighbour (KNN)) which have no
assumptions about the data distribution, can be
distinguished. Such discriminating methods are
suitable for the above described situation, i.e. all
new objects must belong to one of the known
classes. A shortcoming of such methods, however,
is that the detection of a sample not belonging to
any category becomes impossible. Appropriate
methods for this purpose are class-modelling tech-
niques, for instance, soft independent modelling
of class analogy (SIMCA). In SIMCA, one checks
whether new objects fall into any of the modelled
classes. This is done with an F-test on a certain
level of significance for each class. Usually the
significance level is 0.05, which means that for
each class 5% of the objects will be rejected. In
practice, when clinical study lots are identified,
one takes randomly a few samples and analyses
them. However, since several samples have to be
identified, the probability of rejecting objects will
then be increased and this is often not acceptable
in routine analysis.

In the presented work we focus on discriminat-
ing methods, where each object has to be allo-
cated to the most similar class. We compare LDA
and QDA on the one hand as parametric methods
and KNN on the other hand as a non-parametric
method. The performance of these methods will
be discussed on two NIR data sets, one tablet
data set, containing four concentrations, but in
total nine classes and one capsule data set, con-
taining six concentrations and total eleven classes.
There are more classes present than concentra-
tions in each data set, because several batches
exist of the same tablet or capsule concentration.
The behaviour of the different discriminating ap-
proaches are compared when each batch is mod-
elled, or instead, all batches with the same
concentration are considered as forming one class.

2. Theory

2.1. Strategy for the de6elopment of a
classification method

A classification method development starts with
a data investigation part, where one wants to
study the structure and quality of the data. If
necessary, transformation of the data with a suit-
able transformation or signal processing method
can then be performed. Diagnostics are helpful to
reveal inhomogeneities in the data. If the amount
of data is large enough, the data can be divided
into training and test sets. The training set is used
to build the model. Within the training set, leave-
one-out cross-validation (LOO-CV) is carried out
to determine the number of features to build the
model. The prediction of the samples of the inde-
pendent test set is considered as validation.

The different steps of this strategy and the
applied methods are described in the following
sections.

2.2. Data in6estigation

Data investigation is performed on each class
separately and on all data together. Plots of the
spectra, of the Fisher criterion (FC) (see Section
2.6.1.1) and PC score plots are studied to obtain
an idea about the quality of the data and its
problems. These simple tools reveal, for instance,
if pre-treatment is necessary and show the exis-
tence of inhomogeneities.

2.3. Pre-treatment methods

Raw NIR-spectra are often affected by noise or
by uncontrolled variations of the baseline, due to
instrument properties and influences of the mea-
surement conditions (particle size of powdered
samples, temperature, humidity). To correct for
this, different pre-processing methods can be ap-
plied. Prior to any data pre-treatment a trial with
raw data should be carried out. This helps to
estimate the quality of the data and gives an idea
of what kind of problems can occur [7].
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2.3.1. Standard normal 6ariate (SNV)
SNV removes the multiplicative interferences of

scatter and particle size. To eliminate slope varia-
tions on individual spectrum sample basis, each
spectrum is transformed independently using the
following equation:

XijSNV= (xij−mi)/
D%(xij−mi)2

p−1
(1)

where XijSNV is the SNV transformed x value of
the ith object at the jth wavelength, x is the
log (1/R) value for the wavelengths, mi is the row
mean of the log (1/R) values and p is the number
of variables in the spectrum. [8].

2.3.2. First deri6ati6e
The goal of derivatives is to separate overlap-

ping peaks and to remove baseline shift and slope
changes. The particle size effect is partly reduced.
A smoothing procedure is usually carried out
beforehand, to avoid increase of noise. First
derivative spectral transformation, with data
smoothing, was carried out here as described by
Gorry [9]. A window width of 17 variables is used.

2.4. Diagnostics

2.4.1. Single Grubb’s test on Rao’s statistics
Outlying samples in a population can be de-

tected by the mean of the single outlier Grubb’s
test proposed by Grubbs and Beck [10,11], where
one computes the largest absolute value of the
normalised deviation z and compares it to a tabu-
lated critical z value.

z= (xi− x̄)/s (2)

where xi is the measured value of a suspected
outlier, x̄ the class mean and s the class S.D.

Since the Grubb’s test is a univariate test, it was
modified to apply it to latent variables (PCs)
obtained by singular value decomposition (SVD)
on centered data. The modification consists of
using the sum of squared scores as input data.
The statistics was described by Mertens et al. [12]
and is named Rao’s statistics (D2).

D2
i = %

p

j=1

t2
ij (3)

The sum of the squared scores (D2) is calculated
for each object i. This includes the scores (t) from
the jth to the pth PC, where j ranges from 1 to p,
with p equal to the number of PCs. Here for the
outlier detection on each class separately, the test
is applied several times, including all PCs ( j=1),
including all PCs without the first ( j=2), the first
and second ( j=3), the first, second and third PC
( j=4). One is actually computing the residuals
towards a model based on the first PCs, the ones
which are left out for the computation of D2. A
high value means that the object is extreme since
it does not fit the PC-model valid for most other
objects. An additional modification of the
Grubb’s test on Rao’s statistics was proposed by
Centner et al. [13], namely to compare xi to 0
instead of comparing it to x̄, which leads to the
following formula:

z=xi/
� %

n

i=1

x2
i /(n−1)

�1/2

for i=1,..., n. (4)

where xi is the suspected outlier and n the number
of objects in the class.

2.5. Dataset di6ision

The Kennard and Stone algorithm [14,15] is
applied for dividing the data into training and test
sets. The training set is used for building and
optimising the model, the test set enables an exter-
nal validation of the model. The aim of the Ken-
nard and Stone algorithm is to select training set
samples uniformly spaced over the whole object
space. It is a two step procedure. In the first step
the two objects, which are the farthest apart from
each other, are selected. In the second step the
object, being the farthest away from the first two,
is selected. The Euclidean distance is used as
distance criterion. Step two is repeated until the
decided number of objects is selected.

2.6. Feature selection and modelling

2.6.1. Feature selection
Three different feature selection methods,

namely a univariate method using the FC, Fourier
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transform (FT) and principal component analysis
(PCA), are applied. Each of the methods trans-
forms the original variables to new features, re-
spectively the FC for each variable, Fourier
coefficients and latent variables. The optimal
amount of original or transformed variables is
selected by cross-validation.

2.6.1.1. Uni6ariate method—Fisher criterion (FC)
(uni6ar.). The FC describes the ratio of between
class variance/within class variance. This criterion
is helpful to decide which variables have an im-
portant discriminating power. The variables
ranked from the highest to the lowest parameter ei

will therefore be selected top-down using the fol-
lowing formula [16]:

ei= %
k

j=1

nj(ȳji− ȳ.i)2/ %
k

j=1

(nj−1)s2
ji (5)

where j=1,2,3,...,k is the number of classes, nj the
number of objects in class j, ȳji the mean ab-
sorbance of the objects belonging to class j at the
ith wavelength, ȳ.i the mean absorbance of the
objects belonging to all classes at the ith wave-
length and sji the S.D. of the absorbance of the
objects belonging to class j at the ith wavelength.
Based on parameter ei the corresponding features
are selected and used as input to the classifier.

2.6.1.2. Fourier transform (FT). FT is mainly a
signal processing method [17], where each spec-
trum is transformed separately from the wave-
length domain to the frequency domain. Hereby it
is used as feature reduction method, where the
Fourier coefficients are selected top-down from
the second Fourier coefficient on, since the first
one describes the mean of the spectra.

2.6.1.3. Principal component analysis (PCA). The
principal components (PCs) are chosen by apply-
ing the FC. The latent variables with the highest
FC are selected.

2.6.2. Classifiers

2.6.2.1. Quadratic discriminant analysis (QDA),
linear discriminant analysis (LDA). QDA and
LDA are supervised pattern recognition tech-

niques with discriminating character. The goal is
to classify a new object xi into one of K given
classes. The following classification score is ap-
plied [18]:

cf(xi)= (xi−mk)T S−1
k (xi−mk)+ ln�Sk �− ln pk

(6)

where Sk is the class covariance matrix of class k,
mk the mean vector of class k and pk the prior
probability of class k. The new object will belong
to the class for which it has the lowest classifica-
tion score. This quadratic classification rule leads
to QDA. For applying QDA, the data should
fulfil the following assumptions: the data must be
normally distributed and the number of variables
must not be larger than the number of objects in
the smallest class.

LDA is a simplification of QDA. In LDA one
assumes that the covariance matrices of all classes
are equal. This enables to pool them. One single
term for the individual covariance matrices is
obtained for the classes, which can be inserted to
Eq. (6). If the prior class probability of all classes
is equal, and constants are ignored, the above
equation reduces to the Mahalanobis distance. In
LDA the class borders are linear.

2.6.2.2. K-nearest neighbour method (KNN). KNN
is a simple non-parametric method, where the
distance between an unknown object and all ob-
jects of the training set (all classes) is computed.
The unknown is classified into the class with the
object to which the distance is the smallest. Two
variants of KNN are applied, 1NN and 3NN. In
3NN, one computes the three nearest neighbours
and classifies the unknown object according to the
majority rule to the class with the maximum of
nearest neighbours. The simplicity of this method
leads to some problems. To make the classifica-
tion reasonable the classes must consist of similar
amounts of objects, otherwise modifications in the
method have to be considered [17].

Different distance parameters can be used for
KNN. In this case studies of the Euclidean dis-
tance and the correlation coefficient are used as
classification criteria. The disadvantage of the Eu-
clidean distance is that it does not take into
account the variance–covariance of the data. It is
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possible to overcome this problem by using the
Mahalanobis distance, which is however more
difficult to compute. Since the Euclidean distance
was originally proposed for KNN we focus on
this criterion.

3. Experimental

3.1. Data

3.1.1. Tablet data set
This data set contains spectra of tablets in four

dosage strengths. Some of the dosage strengths
are available as several batches. In total there are
nine classes present, one class consists of 27 sam-
ples, one of 28 samples, four classes of 29 samples
and three classes of 30 samples. This leads to 261
objects in this data set. The tablets contain an
active drug and seven excipients. The main excipi-
ents are Crospovidone and lactose. Lactose com-
pensates for the varying amount of the active
drug.

Number ofDosage Concentration of
the active in % objects

1. 2 mg 2.22 27
2. 2 mg 2.22 28
3. 6 mg 294.8

294. 6 mg 4.8
305. 12 mg 6.67

6. Placebo I 30—
30—7. Placebo

II
8. Placebo 29—

III
— 299. Placebo

IV

3.1.2. Capsule data set
This data set contains spectra of hard gelatine

capsules in six dosage strengths. Some of the
concentrations are again available as several
batches. In total there are 11 classes present, two
classes consists of 27 samples, two of 28 samples,
four classes of 29 samples and three classes of 30

samples. This leads to 316 objects in this data set.
The filling of the capsules consist of the active
drug and four excipients, the main one being
cellulose.

Concentration ofDosage Number of
objectsthe active in %

with shell

1. Placebo — 30
300.2252. 0.5 mg

3. 1 mg 0.450 27
4. 1 mg 0.450 27
5. 1.5 mg 280.676

296. 1.5 mg 0.676
297. 1.5 mg 0.676

8. 3 mg 291.351
291.3519. 3 mg
2810. 3 mg 1.351
3011. 6 mg 2.703

All data were collected with a FT-NIR instru-
ment IFS28/NIR from Bruker connected with an
optical fibre. The samples belonging to one class
were measured in one run. The measurements of
the individual classes of the two data sets were
randomly carried out within 1 week.

The NIR-spectra, measured in the reflectance
mode, are transformed to absorbance as A=
log (1/R). R stands for the diffuse reflectance
measurement of the sample versus that of a Spec-
tralon background. The spectra were obtained
over the range of 10 000–4000 cm−1 (1000–2500
nm), leading to 778 variables. Per measurement
ten scans were collected, the resulting spectrum is
the average spectrum of these scans. For conve-
nience the wavenumber is expressed by its index
in the data matrix.

3.2. Computer programs

All the computations were carried out with a
Classification Toolbox which was designed in our
laboratory. This Toolbox is written with Matlab
for Windows, Version 4.0 as well as all other
procedures which were necessary for carrying out
the work.
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4. Results and discussion

4.1. Tablet data set

4.1.1. Modelling each class
This data set contains tablets from four differ-

ent concentrations, but in total from nine classes.
This means that for some of the tablet concentra-
tions several batches are present, namely for the 2
mg tablets, two batches, for the 6 mg tablets, two
batches, for the 12 mg tablets, one batch and for
the placebo tablets, four batches. In the first step
of this research each class is modelled separately,
i.e. a model is built with nine classes.

To eliminate edge effects 15 variables are dis-
carded respectively at the beginning and the end
of the spectra. The resulting spectra have a dimen-
sion of 748 variables. Simple display methods are
studied to extract prior information from the
data. Fig. 1a,b,c shows the corresponding FC per
variable for each type of pre-processed data.

For the original data (Fig. 1a) the spectral
regions with high discriminating ability between
classes are situated between the variables 380 and
490 and the variables 680 and 720. One can
observe an additional discriminating spectral re-
gion, between the variables 100 and 170, for the
SNV pre-treated data (Fig. 1b). The two previous
ones remain around at the same variable position.
The magnitude of the selective spectral bands is
increased by a factor 10–25 for the SNV data,
which is due to the decreased within class variance
after pre-processing compared to the original
data. For the first derivative data (Fig. 1c) the
discriminating spectral regions are lying between
the variables 100 and 120, 470 and 500, 690 and
700. For this kind of data the selective spectral
bands are less broad, their magnitude is compara-
ble to the ones for the SNV data, except for the
first spectral band, which is increased. The three
main selective spectral regions are representative
for the active drug in the tablet. The spectrum of
the active drug has high absorbance values at the
variables which indicate a high FC. Therefore
these spectral regions show the difference of con-
centration of the active drug in the tablets. PCA,
as a display method, is used to estimate the
difficulty of the classification problem for this

Fig. 1. Fisher criterion for the tablet data (nine classes)
obtained from: (a) original; (b) SNV; and (c) first derivative
data.

data set. The PC1-PC2 score plots are presented
in Fig. 2a for the original data, in Fig. 2b for the
SNV data and in Fig. 2c for the first derivative
data. Since the amount of data is large, plots
containing all scores are unclear, especially be-
cause of the overlapped labels. Therefore, only
each second object is displayed on the figures.

The score numbers stand for the different
classes. The tablets containing 2 mg of the active
drug are indicated by the scores 1 and 2, the
tablets containing 6 mg of the active drug are
indicated by the scores 3 and 4, the tablets con-
taining 12 mg of the active drug are indicated by
the scores 5 and the placebo tablets by the scores
6, 7, 8 and 9. One can see on the score plot of the
original data, that the 4 concentrations are sepa-
rated along both PC1 and PC2. After pre-process-
ing the data with SNV, the main variance of the
original data which is baseline shift and which
was described by PC1 is removed and the separa-
tion of the different concentrations is now shown
along PC1, whereby PC2 separates somewhat the
batches of the same concentration. An even more
evident separation of the concentrations along
PC1 is obtained on the score plot of the first
derivative data.

An outlier detection procedure is carefully ap-
plied, investigating each class separately of the
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Fig. 2. PC1 vs. PC2 score plot for the tablet data (nine classes) obtained from: (a) original; (b) SNV; and (c) first derivative data.

raw data and after SNV and first derivative
transformation of the data. For this purpose we
used the single Grubb’s test on Rao’s statistics
at a=5%. A few objects are detected to be out-
liers, but since we did not find an assignable
cause, we decided to keep all objects, since they
may represent the normal variability that we can
expect in the different classes.

The data of all classes are separated into
training and test sets using the Kennard and
Stone algorithm. For each class 20 objects are
selected to belong to the training set, the re-
maining ones are kept as test set. Thus con-
structed, the training set contains 180 spectra
(nine classes, 20 objects per class) and the test
set 81 spectra (3×10, 4×9, 1×8 and 1×7
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objects). This procedure is repeated for each type
of pre-processed data.

In the modelling stage we compare the perfor-
mance of the different classifiers combined with
the three feature selection methods (univar., FT,
PCA). Within the training set LOO-CV is carried
out to optimise the model, this means to find the
number of variables with which one obtains the
best classification rate. It was defined beforehand
that the maximum amount of selected features is
25. The results are presented in Table 1. In the
table the findings for the amount of selected fea-
tures, the success rates obtained for the training
set with cross-validation and the success rates for
the classification of the independent test samples
with the model are summarised. Success rate 1
indicates that 100% of the objects are correctly
classified.

The data analysis is carried out on original
data, SNV and first derivative pre-processed data.
Already with the original data it is possible to
obtain successful classification with one of the
methods. The results achieved with first derivative
and SNV data are somewhat better than the
results achieved with original data. The selected
pre-processing methods therefore seem to be suit-
able for correcting undesirable effects of these
tablet spectra.

The success rates for the training set are ob-
tained by LOO-CV for the optimised models. The
results for the test set are achieved by predicting
the test set objects with the optimal models. In
this work we want to find the best classification
model for the data set. Therefore it is necessary to
include all possible variation of the data in the
training set, which is obtained by selecting the
objects with the Kennard and Stone algorithm. As
a consequence, the classification rates of the test
set are slightly better than those of the training
set, because for each class most objects of the test
set are situated somewhat closer to the class cen-
troid of the respectively class. For validation, this
means that the test set results are somewhat too
optimistic.

The performance of the classifiers can be com-
pared. The data assumptions for LDA are rather
strict (normally distributed data, equal variance–
covariance matrix for all classes) but less so for

QDA (normally distributed data, variance–co-
variance matrix can differ for the classes). Non-
parametric methods have no assumptions about
the data. In general parametric methods are more
powerful as long as the assumptions are not
severely violated. Clearly, better results are ob-
tained with the parametric methods for this data
set. Among the parametric methods LDA per-
forms better than QDA. This is an indication that
the assumptions for LDA are sufficiently well
fulfilled. The performance of QDA is somewhat
worse because more parameters have to be esti-
mated and therefore more objects per class are
needed. KNN is applied in the form of 1NN and
3NN. In 3NN the objects are classified according
to the majority rule. If an object is classified an
equal number of times in several classes, then it
will not be classified at all. KNN is a method
which does not consider the shape of the classes
and defines similarities to a class only according
to similarities of individual points [19]. The
chance of classifying objects wrongly is rather
high with 1NN. The more neighbours included,
the more reliable the results become. Some of the
failures of 3NN are non-classified objects. There-
fore the results of the two variants of KNN
cannot be directly compared. KNN is performed
with two different classification criteria, the Eu-
clidean distance and the correlation coefficient.
The correlation coefficient computes the correla-
tion pairwise between the variables. KNN carried
out with the correlation coefficient as classifica-
tion criterion leads to better results in the case of
univariate feature selection and feature selection
with FT than with the Euclidean distance. For
PCA, used as feature selection method, it is the
opposite.

For the method comparison three different
methods for feature selection are investigated, a
univariate approach (univar.), FT and PCA. The
univariate method, selecting the features accord-
ing to the highest FC, is the simplest one. The
spectral bands which are selected according to the
FC are presented in the Fig. 1 a,b,c. The amounts
of selected features is rather high for most of the
methods. Between six and 25 variables are used
for modelling. Pre-processing of the data de-
creases the amount of necessary features and im-
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proves the classification results. The reason is that
uncontrolled variations in the data require addi-
tional variables for modelling. It is possible to
remove parts of such variation by applying appro-
priate transformation methods. With PCA the
number of features is smaller compared to the
other methods. Still a lot of PCs are necessary to
model nine classes together.

For this data set, modelling nine classes, the
best results are obtained with LDA combined
with PCA as feature reduction method on SNV
and first derivative pre-processed data. In both
cases a successful classification of all objects of
the training set and test set is achieved with 18
latent variables.

4.1.2. Modelling all batches of a concentration as
one class

In the second step we want to investigate the
method performance when each concentration is
modelled. Therefore all batches of the same con-
centration are associated in one class and as a
result a model is built with only four classes. This
procedure seems to be more logical. The aim of
classification is to discriminate between different
concentrations, for instance, to know whether a
new object belongs to the 2 mg tablets or to the 6
mg tablets. One is not interested in knowing to

exactly which batch the sample belongs. In gen-
eral, different batches of the same formulation
should match each other, which is however, not
always the case in real life situations due to new
feed stock of the material, different equipment for
production, etc. [20].

The plots of the FC per variable for all types of
pre-processed data are similar to the ones ob-
tained in the first data analysis for the nine
classes, as can be seen in Fig. 3a,b,c.

The selective spectral bands are found at the
same location of the spectra, the magnitude of the
peaks is somewhat decreased since the within class
variance is increased. Indeed the different batches
of one concentration do not exactly overlap (see
Fig. 2 a,b,c). Therefore the variance (spread) of
the objects within one class is higher compared to
before. The Kennard and Stone algorithm is again
used to select the training and test sets. For the 2
and 6 mg tablets, 40 objects are selected to belong
to the training set, 15 respectively 18 samples
remain for the test set. For the class of 12 mg
tablets, 20 training set objects are selected, 10 are
left over for the test set. For the placebo class, 80
objects are selected for the test set and the other
38 samples are included in the test set.

As in the previous data analysis the perfor-
mance of LDA, QDA and KNN (1NN and 3NN)
is compared, each of the methods combined with
PCA, FT and the univariate feature selection
method, on original, SNV and first derivative
data. The maximum number of selected features is
again 25, the optimum determined by LOO-CV.
The model validation is carried out by an inde-
pendent test set. The results are presented in
Table 2.

It immediately becomes clear, that almost any
method yields optimal results. In addition, it is
evident that the number of selected variables is
highly reduced compared to before. For the pre-
processed data less features are necessary to ob-
tain a success rate 1. LDA, QDA and KNN with
Euclidean distance, combined with the univariate
feature selection method are very successful, since
only one variable is necessary to discriminate
between the classes. The selected feature is vari-
able 696 and 114 respectively (depending on the
type of pre-processing), which has the highest FC

Fig. 3. Fisher criterion for the tablet data (four classes)
obtained from: (a) original; (b) SNV; and (c) first derivative
data.
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(see Fig. 3b and 3c). This means that the multi-
variate approaches are reduced to univariate
methods with one discriminating variable. There
is however a risk that such models are not stable
enough when selecting only one original variable.
For instance, small wavelength shifts might lead
to bad prediction. More Fourier coefficients and
in some cases more latent variables are needed to
obtain optimal classification rate. It is important
to remember, that PCs are linear combinations of
the original variables and include also spectral
information which has no discriminating prop-
erty. KNN is used in its original form for equal
number of objects in each class, although the
classes of the training set contain different
amounts of objects. Consequently, one might ob-
tain even better results with a method with alter-
native (i.e. not simple majority) rules [17,21].

For this data set, one can summarise that it is
advantageous to model each concentration as a
class, since the batches of the same concentration
are similar. As a result simple classification mod-
els for less classes can be established with a few
selected features only. The best performance is
obtained by LDA and 3NN (first derivative data).
For both methods only one PC, namely PC1, is
needed.

4.2. Capsule data set

4.2.1. Modelling each class
This data set contains spectra from six different

concentrations. For some concentrations more
than one batch is included, so that the data set
consists in total of 11 classes and 316 objects. The
collected capsule spectra do not contain relevant
information in the spectral region from 10 000 to
8000 cm−1. For this reason 251 variables are
discarded at the beginning and to remove edge
effects, 15 more variables are discarded at the end
of the spectra. The resulting spectra have a dimen-
sion of 512 features, representing the spectral
region of 8064–4116 cm−1. The data analysis and
modelling is repeated following the same proce-
dure as used for the first data set. Fig. 4a–4c
represents the FC for each type of pre-processed
data.

For the original data (Fig. 4a) no features are
observed with a high ratio of between class vari-
ance to within class variance. Only after pre-pro-
cessing (Fig. 4b and c) a few variables with a
somewhat higher FC could be obtained, since the
within class variance is decreased. The three
highest peaks in the FC spectrum for the first
derivative data correspond to peaks in the original
spectrum of the capsules.

PCA is performed on the pre-processed, cen-
tered data. The PC1–PC2 score plots are given in
the Fig. 5a,b,c. Since the capsule data set is even
larger than the tablet data set, only each third
object is displayed in the figures, in order to
simplify the plots.

Clearly most of the classes are overlapped. For
the original and SNV data class 5 is fairly sepa-
rated from the other classes and for the first
derivative data the classes 3 and 8 from the re-
maining classes. To obtain more information the
LDA displays for the three types of data are
shown in Fig. 6a,b,c. The 10 first PCs where used
to determine the canonical variables.

Canonical variable 1 (CV1) is plotted against
canonical variable 2 (CV2). It seems feasible to
achieve a discrimination for the different classes,
since already three to four classes are discrimi-
nated on the CV1–CV2 plots. Derivatives lead to
clearly better class separation than SNV. One

Fig. 4. Fisher criterion for the capsule data (11 classes) ob-
tained from: (a) original; (b) SNV; and (c) first derivative data.



A. Candolfi et al. / J. Pharm. Biomed. Anal. 16 (1998) 1329–1347 1341

Fig. 5. PC1 vs. PC2 score plot for the capsule data (11 classes) obtained from: (a) original; (b) SNV; and (c) first derivative data.

could suspect from these plots that collecting all
batches of the same concentration together in one
class might not be reasonable, because the clusters
for each concentration are becoming very large
and the data non-normally distributed. These dis-
plays reveal that the capsule data set is more
difficult than the tablet data set.

For further data investigation the single
Grubb’s test on Rao’s statistics is applied on each
class separately to check for outliers. Some ob-
jects are detected as outliers at an a-level of 5%.
After consulting the person responsible for the
measurement, we decided to keep all objects, since
it is considered that this represents the normal
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Fig. 6. CV1 vs. CV2 score plot for the capsule data (11 classes) obtained from: (a) original; (b) SNV; and (c) first derivative data.

variability of the samples. The data set is again
divided into a training and a test set by applying
the Kennard and Stone algorithm to each class.
The data set division is repeated for each type of
pre-processing. The resulting training set consists
of 220 objects (11 classes, 20 objects), the test set

of 96 objects (3×10, 4×9, 2×8 and 2×7 ob-
jects).

The same methods are applied as to the tablet
data set, namely LDA, QDA, 1NN and 3NN
(Euclidean distance and correlation coefficient)
combined with FT, PCA and the univariate fea-
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ture reduction method, on original data, SNV and
first derivative data. LOO-CV is performed in the
training set to find the optimal number of vari-
ables (maximum 25) and the independent test set
is used for the validation of the model. The results
obtained for the different methods established for
11 classes are presented in Table 3.

Compared to the original data, improved suc-
cess rates for the training and test sets are ob-
tained after pre-processing of the data. This is
especially clear for the methods which show bad
performance, such as 1NN and 3NN. KNN does
not include any optimisation of the discrimination
between classes in its methodology. By applying a
pre-processing method at least the within class
variance is somewhat decreased, which automati-
cally increases the between/within class variance
ratio. Best results are obtained with first deriva-
tive data.

The success rates of the training and test sets
are comparable for the parametric methods,
where class borders are defined. However for the
non-parametric methods the performance ob-
tained with the test set is better than the one of
the training set. This can be explained by the way
KNN works, namely by comparing objects to its
neighbours. Since the training and test selection
was carried out with the Kennard and Stone

algorithm, the samples from the training set are
more likely to be situated at the border of a class
and will therefore have a higher chance to lie next
to an object from another class than the test set
samples, located in the centre of a class.

The comparison of the different methods
clearly shows that LDA and QDA perform best
even with original data. Since the assumptions for
LDA seem to be sufficiently well fulfilled, the
highest performance is obtained with this method.
The reason that the results of QDA are not as
good can be explained with the same arguments
already given for the tablets. The quality of the
results obtained with KNN is not acceptable for
this data set, especially not in the case of the
original data. PCA seems to be the preferable
feature reduction method. In most of the cases the
best success rate is obtained when working with
latent variables and also less features are selected.
In some cases pre-processing decreases the
amount of selected variables.

The best results for this data set are obtained
with LDA, carried out with 10 PCs obtained after
feature reduction, on first derivative data and
with LDA, performed with 11 PCs on original
data. With these models a success rate of 1 is
obtained for the training and test sets.

4.2.2. Modelling each concentration
As mentioned in the discussion of Figs. 5 and 6,

modelling each concentration as a class might not
seem promising when looking at the capsule score
plots. However, these plots show only the scores
on two latent variables, PC1 and PC2. It might
still be possible that in higher dimensions the
different batches of the same concentration match
each other. For this reason the batches of the
same concentration are again associated in one
class and the data analysis repeated. The models
are built for a data set containing six classes
(placebo, 0.5 mg, 1 mg, 1.5 mg, 3 mg and 6 mg
active).

The plots of the between class variance/within
class variance are presented in Fig. 7a,b,c.

The plot of the FC obtained for the original
data has values from 0 to 0.4, which means that
the within class variance is bigger than the be-
tween class variance. After pre-processing with

Fig. 7. Fisher criterion for the capsule data (six classes)
obtained from: (a) original; (b) SNV; and (c) first derivative
data.
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SNV, two spectral regions with values slightly over
one are obtained, after first derivative already five
spectral regions with FC values larger than one.
The magnitude of the ratio is however still very
low.

Each class is divided into training and test sets
by applying the Kennard and Stone algorithm. For
the placebo, 0.5 and 6 mg capsules, 20 objects are
selected for the training set, 40 samples for the 1
mg capsules and 60 objects for the 1.5 and 3 mg
capsules. The remaining objects are collected in the
test set.

The models and the results obtained with the
different feature selection and classification meth-
ods for the original, SNV and first derivative data
are presented in Table 4.

The results concerning the success rates for the
parametric methods are comparable to the ones
obtained when modelling 11 classes. Although less
classes were modelled together this time, which
should consequently lead to models with less fac-
tors, more variables are necessary to reach these
results, except for QDA. This leads to unstable
models in general.

Better results are obtained when each batch is
modelled individually. For this data set the method
of choice is LDA or QDA combined with PCA.

5. Conclusion

Classification models are elaborated for two
NIR data sets coming from pharmaceutical indus-
try. The first data set contains spectra from tablets
in four different concentrations and nine classes in
total. The second data set consists of spectra from
capsules in six concentrations and 11 classes in
total. A full data analysis is carried out including
diagnostics, feature reduction and modelling and
validation of the model.

We focused in the method evaluation part on
hard modelling techniques. The drawback of these
methods is that they are discriminating between
given classes and do not perform positive identifi-
cation. It might be necessary to propose a two step
procedure for the final classification of clinical
study lots, first to discriminate between given
classes and secondly to apply a method which

allows a positive identification. The second part is
not discussed in this manuscript.

It is worthy to evaluate during the method
development whether one should model each batch
individually or each concentration, in order to
obtain simple and stable models. Simple tools such
as diagnostics (plots of the FC, PC score plots)
help to reveal what should be done. However, one
has to be careful with drawing too fast conclusions,
because they might be misleading in the situation
of difficult data sets (here capsules data set). For
the table data set it turned out that the modelling
of each concentration is preferable, whereby for
the capsule data set one should classify the differ-
ent batches. The different classes for tablets can be
correctly classified with LDA, combined with PCA
as feature reduction method. Also for the capsules
LDA combined with PCA should be the method of
choice. First derivative is the most suitable signal
processing method for both data sets. This type of
pre-processing is however not necessarily very ro-
bust, since small changes in spectra due to instru-
mental reason can lead to bad predictions [22]. For
long term application of the models one should
therefore prefer SNV or work with the original
data. With these types of pre-processing perfect
classification is still obtained, but with more vari-
ables.
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